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The free viewpoint television (FTV) system, which consists of a lot of cameras, is developed in order to
visualize the three-dimensional object in free viewpoints. In this study, the free listening-point auralization
system is proposed in order to append the sound information to FTV system and appreciate a musical player
in free positions. The proposed method employs wave field synthesis and head related transfer functions.
Microphones are arranged at the same position of cameras placed around actual sound sources and channel
signals are recorded by microphones. Image source signals are estimated from channel signals according
to the principle that the wave field of actual sound sources is synthesized by image source signals. Binaural
signals of listening positions are calculated by convolving head related transfer functions to image source
signals. Since the proposed method doesn’t require the information of actual sound sources (e.g. position,
number), this method can be applied to the case of moving sound sources. The proposed method was
evaluated in two-dimensional plane. It was considered based on both objective and subjective results that,
for the proposed method, an image sources increase may cause more accurate sound field reproduction.

1 Introduction

Visual display techniques and sound field auralization
techniques are being developed to enable the construc-
tion of more realistic communication systems. In par-
ticular, the Free Viewpoint Television (FTV) system has
been developed [1] as the “ultimate 3D TV” and proposed
to the Motion Pictures Experts Group [2]. The configu-
ration of the FTV system is shown in Figure 1. Images
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Figure 1: Free Viewpoint Television (FTV) system

of an object are captured by cameras placed around the
object. The user selects a viewpoint using an interface,
the signal from the camera at that viewpoint is synthe-
sized based on ray-space interpolation, and the image is
displayed. As a result, the user can view the object freely
from virtually any viewpoint.

The aim of this study is to develop a more realistic televi-
sion system that enables the user to enjoy a musical per-
formance from virtually any position by adding sound in-
formation to FTV system. This was done by introducing
a sound field auralization system in which the listening
position varies with the user’s selected position. This au-
ralization system uses wave field synthesis [3] and head-
related transfer functions (HRTFs) [4]. This paper de-
scribes the auralization system and the experiments con-
ducted to evaluate its performance and presents some of
the results.

2 Sound Field Auralization System

2.1 Overview

The configuration of the proposed system is shown in
Figure 2. Sound signals are recorded by microphones
places at the same positions as the cameras. The image
source signals are estimated by convolving these signals
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Figure 2: Configuration of the proposed system

with the inverse transfer functions calculated from the
room transfer functions between the image sources and
microphones. This is done based on the assumption that
the microphones record the wave front synthesized by the
image sources, which are placed at the boundary of the
source area, based on Huygens principle. Binaural sig-
nals are then synthesized by convolving the image source
signals with the HRTFs between the image sources and
the listening position selected by the user. As a result,
the user can freely enjoy the sound from virtually any lis-
tening position. Since only the HRTFs must be varied to
change the listening position, information about the ac-
tual sound sources (e.g. position, number) is not required.
The proposed system can thus be used when the sound
sources are moving, such as in a theatrical performance.

2.2 Estimation of Image Source Signals

Given the assumption described in Section 2.1, the micro-
phone signals are synthesized by convolving the image
source signals with the room transfer functions using

Xl(ω) =
N∑

k=1

Glk(ω)Sk(ω) (l = 1...M), (1)

whereXl(ω) is the lth microphone signal,Sk(ω) is the
kth image source signal,Glk(ω) is the room transfer
function from thekth image source to thelth microphone,
andM andN are the numbers of microphones and image
sources. The image source signals are estimated from the
microphone signals using

S′
m(ω) =

M∑
l=1

Hml(ω)Xl(ω) (m = 1...N), (2)

whereS′
m(ω) is themth estimated image source signal

andHml(ω) is the inverse transfer function from thelth
microphone to themth image source.

The inverse transfer functions are calculated as follows.
Substituting Equation (1) into Equation (2), we get

M∑
l=1

Hml(ω)Glk(ω) =

{
S′

m(ω)/Sm(ω) (m=k)
0 (m ̸=k)

.

(3)
If the image source signals are estimated,S′

m(ω)/Sm(ω)
should be 1. However, theHml(ω) does not satisfy the
causality whenS′

m(ω)/Sm(ω)=1 sinceGlk(ω) has an
initial delay. Therefore, the delay forn0 samples is set
to S′

m(ω)/Sm(ω) in order to calculate theHml(ω) satis-
fying the causality:

S′
m(ω)/Sm(ω) = e−jω

n0
Fs (m = 1...N), (4)

whereFs is the sampling frequency. Thus, from Equation
(3), a matrix equation is obtained:

G(ω)H(ω) = D(ω), (5)

where

G(ω) =

G11(ω) . . . GM1(ω)
...

. . .
...

G1N (ω) . . . GMN (ω)

 (6)

H(ω) =

 H11(ω) . . . HN1(ω)
...

. . .
...

H1M (ω) . . . HNM (ω)

 (7)

D(ω) =

e−jω
n0
Fs . . . 0

...
.. .

...

0 . . . e−jω
n0
Fs

 . (8)

Inverse transfer functions are then calculated from Equa-
tion (5):

H(ω) = G+(ω)D(ω), (9)

whereG+(ω) is the Moore-Penrose pseudo inverse ma-
trix of G(ω). This matrix can be calculated using singu-
lar value decomposition [5].

2.3 Synthesis of Binaural Signals

The binaural signals are synthesized as shown in Figure
3. Binaural signalsBL(ω) andBR(ω) are synthesized
from image source signalsSm(ω) using

BL(ω) =
N∑

m=1

q(∆m)IL(dm, φm, ω)Sm(ω) (10)

BR(ω) =
N∑

m=1

q(∆m)IR(dm, φm, ω)Sm(ω), (11)
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Figure 3: Synthesis of binaural signals

Table 1: Experimental conditions

Number of image sources 12, 18, 24, 36, 48
Number of microphones N , N×2, N×3, N×4
Sampling frequency (Fs) 32 kHz
Sound velocity (c) 340 m/s

wheredm is the distance between themth image source
and the listening position,φm is the azimuth angle of
the mth image source at the listening position, and
IL(dm, φm, ω) andIR(dm, φm, ω) are the HRTFs for the
left and right ears at distancedm and azimuth angleφm

for the sound source. The directivity function of themth
image source,q(∆m), is defined based on∆m (the az-
imuth angle of the listening position for themth image
source):

q(∆m) =

{
cos∆m (|∆m| ≤ 90◦)
0 (|∆m| > 90◦)

. (12)

The synthesized binaural signals are presented to the user
over headphones.

3 Evaluation of Performance

3.1 Conditions

The performance of the proposed system was evaluated
experimentally. The signals and transfer functions were
simulated using a PC based on the assumption that actual
sources, microphones, image sources, and listeners were
arranged in free space, as shown in Figure 4. One actual
source was placed 0.6 m from the center at a 45◦ azimuth
angle. The microphones and image sources were equally
spaced on circles with radii of 2.1 and 0.8 m, respectively.
The other experimental conditions are shown in Table 1.
Thexl(n) (lth microphone signal) was calculated using

xl(n) =
1

dl0
s0[n−round

(dl0Fs

c

)
] (l = 1...M), (13)
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Figure 4: Experimental arrangement

Table 2: Calculation conditions

FFT frame length 2048 samples
Calculated bandwidth 250 Hz – 13333 Hz
Delay sample (n0) 512 samples
ITF length 1024 samples

wheres0(n) is the actual source signal anddl0 is the dis-
tance between the actual source and thelth microphone.
A piano sound (sampling frequency of 32 kHz; duration
of 5 s) was used as the actual source signal.

Theglm(n) (room transfer function from themth image
source to thelth microphone) was calculated using

glm(n) =
q(∆lm)

dlm
δ[n − round

(dlmFs

c

)
]

(m = 1...N, l = 1...M),
(14)

whereδ(n) is Dirac’s delta function anddlm is the dis-
tance between themth image source and thelth micro-
phone. Theq(∆lm) was defined as shown in Equation
(12), where∆lm is the azimuth angle of thelth micro-
phone in themth image source. Inverse transfer functions
hml(n) were calculated using Equation (9). The calcu-
lation conditions are shown in Table 2. Image source
signalssm(n) were estimated by convolving microphone
signalsxl(n) with inverse transfer functionshml(n) us-
ing Equation (2).

3.2 Objective Evaluation

If the image source signals are correctly estimated, the
wave front synthesized by the image sources should be
the same as that synthesized by the actual sources. The
estimation accuracy of the image source signals was thus
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Figure 5: SDR results

evaluated using the signal to deviation ratio (SDR):

SDR[dB] = 10log10

N∑
m=1

∑
n

{s′m(n−n0)}2

N∑
m=1

∑
n

{s′m(n−n0)−sm(n)}2

,

(15)
wheres′m(n) is themth reference image source signal
calculated using

s′m(n) =
1

dm0
s0[n − round

(dm0Fs

c

)
], (16)

wheredm0 is the distance between the actual source and
themth image source.

The SDR for various numbers of microphones is shown
in Figure 5. It increased with the number up to three
times the number of image sources and then leveled off.
It remained constant even when the number of image
sources increased when the number of microphones was
more than three times the number of image sources. This
means that the estimation accuracy of the image source
signals is independent of the number of image sources if
the number of microphones is more than three times the
number of image sources. The number of microphones
was thus set to four times the number of image sources.

3.3 Measurement of HRTFs

The listening positions were at 1, 1.2, 1.4, and 1.6 m with
azimuth angles of 0, 45, 135, and -90◦ from the center,
as shown in Figure 4. At these positions, the distance
between the image sources and listening positions was
very short (0.2–0.8 m). The distance between the sound
source and the listener is more than 1 m in conventional
HRTF databases [6, 7, 8, 9, 10, 11, 12]. Since HRTFs
depend on the distance when the distance is less than 1 m,
errors may arise if the HRTFs are modified to a distance

Figure 6: Piezoelectric dodecahedral loudspeaker

Table 3: Measurement conditions

Room temperature 24.0◦C
Background noise level 13.8 dB(A)
Sound pressure level 69.0 dB(A)
Sampling frequency 48 kHz
TSP signal length 32768 samples
HRTF length 512 samples

of less than 1 m. Thus, the HRTFs for the close distances
were measured.

A piezoelectric dodecahedral loudspeaker [13] (Figure
6) was used as the sound source because it can be re-
garded as a point source even if the distance is 0.2 m. The
sound source and head and torso simulator (HATS) (B&K
type 4128) were placed in a measurement room in which
the reverberation time is very short, and condenser mi-
crophones (Sony ECM-77B) were attached to the HATS
ears. The height of the sound source was the same as that
of the ears. A time stretched pulse (TSP) signal [14] was
used as the measurement signal. The measurement condi-
tions are shown in Table 3. The sound pressure level was
the value at the position of 1 m from the loudspeaker. The
HRTFs were measured at distances of 0.2, 0.3, 0.4, 0.5,
0.6, 0.8, and 1 m and azimuth angles of -179, -178, ..., -1,
0, 1, ..., 179, and 180◦. The measured HRTFs were saved
in a database and denoted asiL(d, φ, n) andiR(d, φ, n).
Based on the calculation ofdm andφm described in Sec-
tion 2.3, the HRTFs were modified:

iL(dm, φm, n) =
dp

dm
iL(dp, φp, n) (17)

iR(dm, φm, n) =
dp

dm
iR(dp, φp, n), (18)

wheredp and φp are the closest measurement position
to dm andφm, and iL(dp, φp, n) and iR(dp, φp, n) are
the HRTFs measured atdp and φp. Binaural signals
bL(n) andbR(n) were synthesized fromiL(dm, φm, n)
andiR(dm, φm, n) as described in Section 2.3.
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Table 4: Trial conditions

Factor Level
Practice = 1 conditions Actual Source

(11) × 11 directions -75, -60, ..., 60, and 75◦

Main = 6 conditions
N=12, 18, 24, 36, 48,

and Actual Source
(384) × 4 distances 1.0, 1.2, 1.4, and 1.6 m

× 4 azimuths 0, 45, 135, and -90◦

× 4 repetitions

3.4 Subjective Evaluation

If the binaural signals synthesized using the image source
signals are the same as those synthesized using the actual
source signals, the directional perception of the image
sources should be the same as that of the actual sources.
The accuracy of the directional perception was thus sub-
jectively evaluated in a localization test.

The localization test was performed in a soundproof
room. Each subject sat in the room and listened to the
binaural signals through headphones (Audio-Technica
ATH-A1000). The background noise level was 18.5
dB(A), and the sound pressure level of the headphones
was 61.2 dB(A). The subjects were five male university
students (22–24 years old) with normal hearing. The de-
sign of the test is illustrated in Figure 7. The practice tri-
als and main trials were each presented randomly for each
subject. The trial conditions are summarized in Table 4.
Each subject was instructed to identify the direction of
the sound after listening to the binaural signals and mark
it on an answer sheet (shown in Figure 8). Answers could
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Figure 9: Localization results

be given at intervals of 15◦.

As shown in Figure 9, as the number of image sources
was increased, the perceived direction approached that of
the actual source. This means that the directional per-
ception with the proposed system is the same as that of
the actual source if there is a sufficient number of image
sources.

4 Conclusion

A sound field auralization system was described that adds
sound information to the Free Viewpoint Television sys-
tem. Image source signals are estimated from the sounds
captured by microphones placed at the same positions as
cameras in a two-dimensional sound field. Testing on a
PC showed that image source signals can be estimated if
the number of microphones is more than three times the
number of image sources. The results of a localization
test indicated that directional perception is reproduced if
the number of image sources is large enough.

The next step is to evaluate the effectiveness of the system
in an actual environment by measuring the room trans-
fer functions. It also needs to be evaluated in a three-
dimensional sound field.
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